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that, as KLD, are not linear functions 

of individual instances.

We hope to report the results of  

experimenting with this approach 

on sentiment quanti�cation data sets 

in the near future. Concerning the 

optimization of ordinal quanti�ca-

tion, instead, further research is still 

needed to devise ordinal regression 

methods that can explicitly optimize 

EMD.
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Although text opinion mining in-

volves many important tasks, accu-

rately assigning sentiment polarities 

(such as positive, negative, or neutral) 

and intensities (such as high or low) 

remains a critical challenge. Given the 

complexities and nuances associated 

with opinion classi�cation, it is gen-

erally considered more dif�cult than 

traditional text mining tasks such as 

topic-based document categoriza-

tion. Consequently, prior sentiment-

analysis studies have used more so-

phisticated feature representations, 

well beyond bag-of-words and word 

n-grams. The features used include 

part-of-speech tag n-grams, syntac-

tic phrase patterns, legomena-based 

collocations, as well as manually and 

semiautomatically constructed syntac-

tic and semantic phrase patterns and 

lexicons.1,2,5 Although these features 

represent potentially important sen-

timent discriminators, incorporating 

them in unison can produce feature 

spaces spanning tens of thousands of 

attributes, a situation resulting in the 

age-old conundrum of disentangling 

quality from quantity. In addition to 

the obvious rami�cations pertaining 

to computational feasibility, we must 

also consider the trade-offs between 

representational richness and noise, 

between generalization ability and 

over-�tting (memorization). Without 

appropriate feature-selection mecha-

nisms, using large heterogeneous fea-

ture spaces is analogous to “throwing 

the kitchen sink.”3

This problem is exacerbated by the 

lack of feature-selection methods spe-

ci�cally crafted for opinion classi�ca-

tion. Most existing feature-selection 

methods are generic techniques that 

are uniformly applied to input fea-

ture value matrices. Examples include 

information gain, log likelihood, 

chi squared, and decision-tree mod-

els.2,3,4,8 When applied to text, these 

methods are often more arti�cial 

than they are intelligent. Text fea-

tures are multidimensional in terms 

of their informational composition.4 

In addition to various occurrence 

measures (such as presence and fre-

quency), they encompass lexicology 

and morphology-based characteris-

tics (including semantics and syntax). 

There is a need for intelligent feature-

selection (IFS) methods that can ex-

ploit the syntactic properties of text  

features while simultaneously lever-

aging relevant sentiment-related se-

mantic information.

An excellent example of a feature-

selection approach tailored to senti-

ment analysis that utilizes the syntac-

tic relations between text attributes 

is feature subsumption hierarchies 

(FSH).1 Given a set of word n-grams 

and syntactic n-gram patterns, FSH 

uses the idea of performance-based 

feature subsumption to remove re-

dundant or irrelevant higher order 

n-grams. For instance, only the word 

bigrams and trigrams that provide 

additional information (measured us-

ing some heuristic) over the unigrams 

they encompass are retained.1 For ex-

ample, the bigram “I like” may be 

subsumed by the unigram “like,” but 

“basket case” may be retained be-

cause it contains important sentiment 

information not provided by “basket”  

or “case” alone.

Inspired by FSH, this article pres-

ents an IFS approach that incorporates 

syntactic and semantic information. 

The proposed approach helps illus-

trate how rich, heterogeneous feature 

sets, coupled with appropriate feature-

selection mechanisms, can improve 

opinion-classi�cation performance.
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An IFS Approach
Figure 1 depicts the design lay-

out for the proposed IFS approach, 

which uses semantic and syntac-

tic information to refine large in-

put feature spaces. In the example 

presented here, various categories 

of n-gram features were used. Al-

though others could also have 

been incorporated, those utilized 

include character n-grams, word  

n-grams, parts-of-speech (POS) 

tag n-grams, word plus POS tag  

n-grams, legomena n-grams,2 infor-

mation extraction patterns (IEP),1,3 

and semantic patterns. For each cat-

egory, I use unigrams, bigrams, and 

trigrams.

Semantic Information

The features’ initial weights are an 

amalgamation of their occurrence dis-

tribution across classes in the training 

data as well as their degree of subjec-

tivity, which is derived from Senti-

WordNet, a publicly available lexical 

resource.6 Figure 2 presents the ini-

tial weighting formulation for word  

n-grams. Given a word n-gram feature 

ax that consists of d tokens, the ini-

tial weight w(ax) is the sum of wt(ax) 

and ws(ax), where ws(ax) is computed 

by determining the average polar-

ity value across the individual tokens  

encompassed within the n-gram.

For each token axi, the polar-

ity value is the average of the sum 

of its positive and negative scores 

for each word-sense pair s(axi, j) in 

SentiWordNet, where j is one of the 

k senses of axi. The computation of 

ws(ax) for other n-gram feature cate-

gories differs slightly. For instance in 

the case of parts-of-speech (POS) tag 

plus word n-grams, the word polarity 

values are only computed for word-

sense pairs in SentiWordNet where 

the sense has the same POS as that of 

the tag associated with the word.

Syntactic Information

The IFS approach uses a feature rela-

tion network (FRN) that utilizes two 

important syntactic n-gram relations: 

subsumption and parallel relations. 

Figure 1. An intelligent feature-selection approach for opinion classification.
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In the syntactic information box in 

Figure 1, subsumption relations are 

denoted with arrows, while paral-

lel relations are depicted using solid 

lines. These two relations enable in-

telligent comparison between fea-

tures to facilitate enhanced removal 

of redundant and/or irrelevant attri-

butes. Each remaining feature with a 

weight greater than 0 is �rst checked 

for potential subsumptions, then ana-

lyzed for parallel relations. 

A subsumption relation occurs be-

tween two n-gram feature categories 

where one category is a more general, 

lower-order form of the other.1 A sub-

sumes B (A   B) if B is a higher or-

der n-gram category with n-grams 

that contain the lower-order n-grams 

found in A. For example, word uni-

grams subsume word bigrams and tri-

grams, while word bigrams subsume 

word trigrams. Hence, given A   B, 

we keep features from category B if 

their weight exceeds that of their gen-

eral lower-order counterparts found in 

A by some threshold t.1 For instance, 

the bigrams “I love” and “love choc-

olate” would only be retained if their 

weight exceeded that of the unigram 

“love” by t—that is, if they provided 

additional information over the more 

general unigram. Otherwise, they 

would be assigned a �nal weight of 0.

A parallel relation occurs when two 

heterogeneous same-order n-gram fea-

ture groups may have some features  

with similar occurrences. For exam-

ple, word unigrams can be associated 

with many POS tags, and vice versa. 

However, certain word and POS tags’ 

occurrences might be highly cor-

related. Given two n-gram feature 

groups with potentially correlated at-

tributes, A is considered to be paral-

lel to B (A—B). If two features from 

categories A and B, respectively, have 

a correlation coef�cient greater than 

some threshold p, one of the attributes 

is removed to avoid redundancy—that 

is, it is assigned a �nal weight of 0.

Evaluation
The IFS approach was evaluated on 

three online product review testbeds, 

each consisting of 2,000 reviews: digi-

tal camera reviews from Epinions, au-

tomobile reviews from Edmunds, and 

movie reviews from Rotten Tomatoes. 

All three test beds had two classes that 

were balanced in terms of the num-

ber of reviews per class (1,000 each).  

Five-fold cross validation was used,7,8 

where feature selection was performed 

on the binary feature presence vectors 

for the 1,600 training instances dur-

ing each fold. The selected features 

were input into a linear kernel sup-

port vector machine (SVM) classi�er. 

The 10,000 to 100,000 features with 

the highest �nal weights were run in 

2,500 feature increments. Hence, 37 

feature quantities were used for all 

three feature sets.

IFS, as well as IFS ablations us-

ing only syntactic or semantic infor-

mation, were compared against two 

commonly used feature selection 

methods: information gain and log 

likelihood. All �ve of these feature-

selection methods were applied to the 

feature set depicted in Figure 1. Ad-

ditionally, a word n-gram feature set 

used in conjunction with log likeli-

hood was also included. Table 1 and 

Figure 3 shows the evaluation results. 

Table 1 depicts the area under the 

Figure 2. Initial weighting mechanism for word n-grams.
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          where s(axi, j) is the sum of the positive and negative scores for the word axi

          and j is one of the k senses of axi in SentiWordNet.

Table 1. Best accuracy and area under the curve (AUC) values for different feature-selection methods across test beds.

Feature 
selection

Digital cameras Automobiles Movies

Best accuracy 
(%) AUC

Best accuracy 
(%) AUC

Best accuracy 
(%) AUC

IFS 89.2 1581 90.7 1618 89.7 1582

Semantic IFS 87.8 1566 89.7 1603 88.5 1566

Syntactic IFS 87.6 1559 89.2 1595 87.6 1560

Information gain 86.7 1549 87.8 1574 85.7 1540

Log likelihood 86.1 1540 88.2 1582 85.8 1527

Word n-gram 85.2 1519 86.0 1546 86.0 1539
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curve (AUC) value as well 

as the best percentage 

accuracy across the dif-

ferent sized feature sets, 

and Figures 3a through 

3c show the accuracies 

using the top 10,000 to 

100,000 features on each 

of the test beds.

Using semantic and 

syntactic information, 

IFS resulted in feature 

sets with the best accu-

racy and AUC values on 

all three test beds. IFS 

outperformed informa-

tion gain and log likeli-

hood by 2 to 4 percent 

in terms of best accu-

racy and 30 to 55 points 

in terms of AUC, while 

the word n-gram feature 

set was surpassed by 4 to  

5 percent in terms of best 

accuracy. These com-

parison feature-selection  

methods were outper-

formed by the word  

n-gram feature set on the 

movie review test bed, 

demonstrating how larger 

feature sets can be detri-

mental when appropriate 

feature-selection methods 

are not availed.1 More-

over, both the semantic 

and syntactic information 

contributed to the IFS ap-

proach’s overall effective-

ness, as evidenced by the 

performance degradation 

that resulted when either 

form of information was 

omitted.

Future Research
This approach was intended to il-

lustrate how IFS can be combined 

with larger feature sets for enhanced 

opinion-classi�cation performance. 

There are many ways in which IFS 

for opinion classi�cation can be ex-

tended in future research. Numerous 

additional feature categories could 

be used, resulting in even 

more robust feature sets. 

The syntactic and seman-

tic information modules 

could be expounded on, 

for instance, by incorpo-

rating additional lexical 

resources and real-world 

knowledge bases.

Traditionally, sentiment-

analysis research has re-

lied on two types of fea-

ture occurrence measures 

(frequency and presence), 

while researchers have yet 

to methodically explore 

additional distributional 

and positional measure-

ments. Recently, distri-

butional measures such 

as compactness and �rst 

appearance have been 

successfully applied to 

topic-based text categori-

zation.9 These measures 

could be used to supple-

ment existing occurrence 

measures. Hence, we  

could use IFS mecha-

nisms to reduce opinion- 

classi�cation feature spaces 

in a 2D manner: across 

feature categories (such 

as speci�c text features) 

and various occurrence 

measures associated with 

those features.

Future feature-selection  

efforts could explore the 

unique challenges asso-

ciated with performing 

opinion classi�cation at 

the document-level ver-

sus sentence-, phrase-, 

and word-level classi�ca-

tion. Furthermore, there 

are other sentiment-analysis tasks 

that could bene�t from improved fea-

ture selection, such as opinion holder 

identi�cation and sentiment target 

Figure 3. Evaluation results for intelligent feature selection 

compared to prior feature-selection methods. Online product 

reviews were tested for (a) digital cameras from Epinions,  

(b) automobiles from Edmunds, and (c) movie reviews from 

Rotten Tomatoes.
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detection. Given the plethora of po-

tential future directions, one thing is 

for certain: IFS could help alleviate 

the quagmire associated with learn-

ing features for opinion classi�cation, 

thereby allowing the kitchen sink to 

remain where it belongs.
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