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the domains of individual, commercial, 
public good, law enforcement, and na-
tional security interests. In these five do-
mains, existing legislation and practices 
have balanced competing interests.

Disruptive technologies force re-
examination of existing tradeoffs, and 
rightly so. Should the National Secu-
rity Administration’s interests be cur-
tailed in favor of individuals’ interests 
to exchange information, build, and 
nurture social media networks? Should 
marketers be able to use Facebook so-
cial media data and integrate this with 
offline data to offer more targeted ad-
vertisements? Should a liver trans-
plant team—as recently reported by 
Art Caplan8—be allowed to use Insta-
gram pictures of transplant candidates 
drinking alcohol to reject a patient’s el-
igibility on the waiting list?

Tomorrow, should private firms be 
allowed to use social media data to 
detect disability insurance fraud, mar-
ijuana consumption, or means-tested 
ineligibility for entitlement programs 
on behalf of the government?

Rather than try and solve these in-
dividual cases, I believe that society-
wide discussion of the tradeoffs be-
tween patient privacy and caring better 
for patients, or consumer diversity of 
opinion and enhancing the credibility 
of social media data is crucial. How we 
make the best use of novel social media 
data in smart health, and how we re-
spect the rights of the ultimate sources 
of such data is an open question whose 
solutions are likely to dramatically im-
pact the trajectory of innovation and 
health system performance.
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Rapid detection of adverse reactions 
to a drug is essential in limiting the 
potential harm to patients taking the 
drug. Detecting adverse drug reac-
tions (ADRs) is an evolving science 
that has traditionally relied on re-
search in biochemistry, genetics, and 
pharmacokinetics. In contrast, we at-
tempt to exploit online data sources 
to analyze and predict these reactions.

A number of online information 
sources have spawned over the past 
decade: Web forums, chat rooms, 
blogs, social networking sites, news 
websites, personal webpages, and so 
on. We hypothesize that these on-
line sources can assist in the study of 
drug adverse events. Currently, infor-
mation about drugs and drug-related 
problems can be gleaned from on-
line and open data sources, includ-
ing agencies such as the Food and 
Drug Administration (FDA) in the 
US; public datasets such as the FDA 
Adverse Event Reporting System 
(FAERS); and VigiBase, the World 
Health Organization’s (WHO’s) 
global database of drug adverse 
event reports. However, these sources 
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cannot be used for real-time moni-
toring of adverse drug events. A key 
motivation for studying drug adverse 
events using social media data is the 
recent success in the use of online 
search query logs in reliably predict-
ing the outbreak of influenza,1 some-
times days or weeks ahead of tra-
ditional approaches. White and his 
colleagues2 used a special software 
device to track mentions of drugs 
and symptoms of interest as users en-
tered their web search query, in order 
to analyze potential drug-to-drug in-
teractions. Nikfarjam and Gonzalez3 
analyzed user comments on health-
related social networks (namely, dai-
lystrength) to extract ADR mentions. 
These efforts focused on one data 
source, and did not consider cases 
where information could be originat-
ing from multiple data sources. 

Given the heterogeneous nature of so-
cial media data sources, one key ques-
tion is how to relate and/or combine 
the information about drugs and their 
adverse reactions as derived from these 
diverse sources. This is essentially an 
exercise in data fusion. Personal views 
and sentiments about drugs and their 
adverse reactions are often expressed 
in diverse social media venues, such as 
blogs, Twitter, chat rooms, newsgroups, 
web forums, social networks, and so on. 
Further, the media itself may be multi-
linguistic. Thus, the “raw text” available 
in each source could differ significantly, 
ranging from structured language (for 
example, a news article) to unstruc-
tured text (Twitter). A key issue in social 
media analytics is the design of fusion 
mechanisms that combine the evidence 
from these different sources prior to ren-
dering a final decision. This is a general 
problem in data mining, pattern recog-
nition, and machine learning involving 
multiple sources of evidence.4,5

Here, we propose a peak-labeling fu-
sion scheme for consolidating infor-
mation about drugs and their adverse 

reactions using the correlation between 
local neighborhoods within signals from 
different social media sources. We use 
Twitter and search query data as specific 
example sources in our experiments.

Challenges in Signal Fusion 
for Social Media Analysis of 
Drug Events
The core challenges in signal fusion 
can be traced to the very nature of so-
cial media data, and the specific con-
straints enforced by our problem of 
analyzing and detecting drug reac-
tions from such sources.

Diversity of Signal Sources
A standard problem in social media 
analytics is the diversity of social me-
dia data sources. The difficulty in sig-
nal fusion comes from the significant 
differences in the nature and type of 
signals generated from each source, 
and differences in their reliability; 
hence, we require methods to appro-
priately weigh the importance of each 
signal.

Temporal Resolution
Although some sources offer better lo-
cal temporal information, others of-
fer better global temporal information. 
Yet, other sources may require variable 
temporal resolutions for their analysis. 
Determining which resolution works 
best for a given source is a difficult task, 
which is further compounded when 
multiple sources are being considered. 
Another issue is the potential time lag 
between sources, given possible differ-
ences in their time stamps for the same 
general information.

Signal Normalization
The signal values across individual 
sources may vary significantly. For 
instance, a very popular data source 
(such as Twitter) could have signifi-
cantly higher word occurrence fre-
quencies compared to other sources, 

such as a search query. Clearly, com-
bining information from such sources 
requires normalizing the individual 
signals prior to signal fusion.

Noise and Signal Extraction
Even after normalization, some 
sources may still exhibit relatively 
low signal-to-noise ratios, compared 
to others. The noise could depend on 
the nature of the source data, and the 
methods and processes required for 
extracting the signals. Search que-
ries would typically have a relatively 
higher signal-to-noise ratio than Twit-
ter, given the problems of redun-
dancy, spamming, and credibility in 
the latter, and the various preprocess-
ing steps that are needed before valid 
signals can be extracted from Twit-
ter. A related problem is the fact that 
some of the social media signals could 
be in different languages, requir-
ing techniques for analyzing multiple 
languages, and using multicultural 
considerations in sentiment analysis.

Redundancy and Correlation
Given that contributors to the differ-
ent media sources could overlap, it 
is inevitable that the views and senti-
ments expressed on a subset of sources 
will be similar, with possible redun-
dancy and correlation. However, there 
may be other reasons for overlap. For 
instance, if signals from Twitter users 
known to be located in one region of 
a country are found to correlate with 
signals from Facebook users in a dif-
ferent region or country, perhaps with 
some time delay, this might not be 
due to cross-channel redundancies or 
overlap in the user communities, and 
should thus be given a serious consid-
eration. Detecting such a correlation, 
and distinguishing it from that due to 
redundancies or overlaps in user com-
munities is difficult, but could result in 
significant improvement in the quality 
of the fused signals.

IS-29-02-TandC.indd   75 20/05/14   6:47 PM



76		  www.computer.org/intelligent	 IEEE INTELLIGENT SYSTEMS

Computational Problem
Given the number, diversity, and size 
of datasets involved in computa-
tional analysis of drug adverse events, 
and the combinatorial possibilities in 
combing information from various 
data sources, scalability, and efficiency 
in computation pose further chal-
lenges. This undermines one of the 
key advantages of using social media 
for drug adverse event analysis: the 
timely (and possibly real-time) event 
detection. This calls for improved 
data structures for representing the 
available information, and efficient al-
gorithms for analyzing adverse drug 
events based on such representations. 
The use of distributed processing, 
cloud infrastructure, and inexpensive 
processing nodes in various computa-
tional grid exchanges is another ap-
proach to this problem.

Fusion Rules
Given the various types and levels of fu-
sion,4,5 a related computational problem 
in social media analysis of drug events 
is in deciding on the appropriate fusion 
technique(s) to apply, and the level at 
which fusion needs to be performed.

Signal Generation
For signal generation, we use the sim-
ple drug-ADR reference model, based 
on a predefined list of keywords for

•	 human anatomy,
•	 drug reactions, and
•	 drug administration problems.

That is, for a given data source, we 
consider joint references to a given 
drug (or its various aliases) and a key-
word from each of the three keyword 
sets. We record the number of such ref-
erences, over a given time period—say 
days, weeks, or months, depending on 
the type of source. We then form a time 
series by normalizing these counts into 
empirical probabilities and z-scores.

For search query, signals are gener-
ated based on publicly available infor-
mation on general Web search queries. 
We generated query signals for each 
of the 46 drugs and adverse events in 
our reduced FDA adverse event data-
set (see the description of the dataset 
below). For Twitter signals, we first 
collected all tweets pertaining to the 
46 events using Topsy—a third-party 
tool with Twitter fire hose access and 
a longitudinal archive of tweets. We 
collected all tweets dating back to 
2008 for all drug names associated 
with the 46 events. Some of the col-
lected tweets were spam, including 
advertisements for fly-by-night web-
sites selling shady medications. These 
were removed using rule-based filters. 
Furthermore, duplicate tweets were 
removed. After filtering duplicates 
and spam, the resulting test bed en-
compassed approximately 2 million 
tweets.

To identify potential ADR mentions, 
lexicons were developed for anatomy-
related terms, reactions, and drug ad-
ministration keywords. The lexicons, 
which were developed by research assis-
tants with backgrounds in biology and 
medicine, were used to tag the tweets. 
For example, the tweet “Pradaxa 
caused me to experience severe internal 
bleeding!” would be tagged as “<DRUG> 
caused me to experience severe 

<ANATOMY><REACTION>”. For word-
sense disambiguation, we used the 
CMU part-of-speech tagger designed 
specifically for tweets,6 to help improve 
the likelihood that anatomy and side-ef-
fect tags were applied appropriately.

For an adverse event E, given a 
time window ti ∈ T, let D(d) repre-
sent the number of drug names associ-
ated with event E that appear in tweet 
d. Let W = {d1 … dn} signify the set 
of tweets occurring during ti, where 
each D(dj) ≥ 1. Further, let A(dj) and 
R(dj) represent the number of anat-
omy and reaction terms present in dj, 

respectively. The total raw score for 
time ti is then computed as s ti( ) =   

D d A d R dj j jj

n ( ) + ( ) + ( )( )=∑ 1
. We con-

vert each s(ti) to a z-score z(ti) = (s(ti) 
- m)/s, where m and s are the mean 
and standard deviation, respectively, 
across all ti in T for which s(ti) > 0. 
For a given event time series, a sim-
ple approach will be to consider an 
alert at time ti if z(ti) > τT, where τT 
is a threshold for Twitter signals. The 
threshold can vary and depend on 
the resolution of the signals—such as 
daily, weekly, and monthly time win-
dows. Figure 11 shows an annotated 
Twitter signal for the drug Yasmin 
from 2009 to 2012, along with the 
corresponding search query signal.

Signal Fusion via  
Peak Labeling
Each data source is viewed as a channel 
of information. For multiple channels, 
the results of the aforementioned inde-
pendently extracted signals can be com-
bined using a simple fusion rule—for 
instance, majority rule at the decision 
level. This, however, neither considers 
potential correlations between the time 
series, nor differences between channels 
in terms of salience and frequency. Our 
approach to this problem is to fuse the 
signals by considering the potential lo-
cal correlation that may exist between 
time series from different channels.

In fusing two signals, we would like 
to determine when the signals have 
similar spiking trends. Thus, for sig-
nals (say S1 and S2) along the same 
time axis, we scan each signal left-to-
right and “label” the strength of the sig-
nal at each time instant t by consider-
ing peaks in the backward-window DB 
preceding t and the forward-window 
DF following t. We define a peak as a 
segment of a signal with ≥tA increas-
ing ascents followed by ≥tD decreasing 
descents. We analyze windows in the 
vicinity of the detected peaks to deter-
mine the best numerical label for each 
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time instance, with smaller labels signi-
fying that S1 and S2 have more similar 
spiking trends (that is, more local cor-
relation). The fused signal from S1 and 
S2 is then represented by the labels cor-
responding to the consecutive windows 
of the signals. We define the labels (sig-
nal strengths) as follows:

1.	Simultaneous peaks in DF AND 

both S1 AND S2 have nearby 

peaks in DB.

2.	Simultaneous peaks in DF AND 

either S1 OR S2 has nearby 

peaks in DB.

3.	Simultaneous peaks in DF AND 

both S1 AND S2 have at least 

one nearby peak in DB.

4.	At least one simultaneous peak  

in DF AND both S1 AND S2 have at  

least one nearby peak in DB.

5.	At least one simultaneous 

peak in DF AND either S1 OR S2 
has at least one nearby peak 

in DB.
6.	Simultaneous peaks in DF.
7.	At least one simultaneous 

peak in DF.

8.	S1 has at least one peak in 

DF and S2 has at least one 
nearby peak in DB; OR vice 

versa.

9.	At least one nearby peak in 

DB of both S1 AND S2.
10.	Otherwise.

Based on the fusion rule, our over-
all strategy is to apply our algorithm 
at  different levels. First, we consider 

multiple temporal windows (MTW) 
within the same time series, and gen-
erate one fused signal using the fusion 
algorithm. This process is repeated for 
each source channel. Second, we apply 
the same fusion algorithm on the re-
sulting signals from the different chan-
nels to obtain one overall fused signal 
(see Figure 12).

For each time period, we consid-
ered both the anatomy and reaction 
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Figure 11. Annotated Twitter and query monthly signals for the drug Yasmin, from 2009 to 2012. (a) Discussion of Yasmin 
lawsuits. (b) A Canadian woman sues Bayer. (c) An Oklahoma City investigative news local report. (d) A British Medical  
Journal article is published. (e) A Food and Drug Administration review begins. (f) The Health Canada news release.

Figure 12. Multilevel cross-channel signal fusion using within-channel multiple 
temporal windows (MTWs).
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keywords detected. First, we rank the 
time periods in terms of the strength 
of the fused signals, and then select the 
top q temporal positions based on this 
ranking for further processing. From 
these we further ranked the tempo-
ral positions based on the number of 
reaction keywords and anatomy key-
words observed by the system. From 
this ranking, we report the final set 
of keywords from the top k temporal 
windows. In the current work, we set 
q = 30, and k = 1.

Performance Analysis
We now describe our experiment, its 
performance, and the significance of 
the results.

Datasets
We collected data on all drugs that had 
an FDA drug alert for adverse drug 
events, between January and Septem-
ber 2012. There were 67 such events, 
including some events that involved 
multiple drug groups. In our experi-
ments, we were concerned with drug 
and ADR related issues, so we elimi-
nated the 18 events that were due to 
drug administration problems (such as 
issues with broken or counterfeit tab-
lets). Three events were removed due 
to insignificant data from our sources. 
The resulting dataset contained 46 in-
dividual drugs in 22 drug groups. For 
each drug group, there exists a single 
FDA webpage describing the problem 
that triggered the alert, some back-
ground to the problem, and any avail-
able history on adverse events about 

the drug. We manually analyzed the 
FDA website corresponding to each 
event, identifying the important points 
in terms of anatomy and reaction key-
words. These keywords from the FDA 
webpages provided the ground truths, 
based on which we analyzed the per-
formance of our approach.

Performance Metrics
We collected social media data about 
the FDA drugs from 2008 to 2012. We 
considered the anatomy and reaction 
keywords detected by the system and 
compared them with the keywords 
in the reference FDA webpages. We 
measure performance using the infor-
mation retrieval metrics of precision 
and recall. Similarly, we compute the 
precision and recall when the anat-
omy and reaction keywords are used 
jointly. For this case, we simply use a 
pairwise combination of all the reac-
tion keywords and anatomy keywords 
from each temporal period in the top 
k result. Any pair that appeared in the 
FDA reference webpage is taken to be 
a correctly detected pair. 

Overall Results
Table 1 shows the overall results of 
our fusion scheme, with regard to pre-
cision, recall, and the success rate. The 
results show the significance of fus-
ing information from multiple chan-
nels. Best results are often produced 
using both Twitter and query chan-
nels. On their own, the results from 
the individual channels were not as 
strong. Perhaps, more importantly, 

performance is also affected by the 
use of within-channel fusion using 
multiple temporal windows, before 
performing the cross-channel fusion. 
Yet, not all multitemporal windows 
lead to improved results. For instance, 
the simultaneous use of the one-year, 
two-year, and global windows did not 
necessarily lead to the overall best re-
sults. The last column shows the over-
all success rate: that is, the percentage 
of drugs for which the system identi-
fied at least one problem as contained 
in the FDA reference webpage, at least 
three months before the FDA alert.

The table shows that the system 
has a 65 percent success rate using 
q = 30, k = 1. We observed that the 
success rate increased with increas-
ing k, reaching about 93 percent at 
k = 5 (for brevity, these results are 
omitted).

Figure 13 shows the detailed pre-
cision and recall results. Although 
the method could not detect the ad-
verse event for all drugs (at the cur-
rent parameter values for q and k), it 
did quite well on some drugs, such as 
Advicor, Crestor, and Zocor.

Detection Time
The success rate indicates whether the 
system was able to detect the prob-
lem. Another key measure is the time-
liness of the detected events. Clearly, 
the earlier such problems can be de-
tected, the more time it gives the FDA 
or drug manufactures to respond. 
From Figure 14, we see that, in some 
cases the proposed system could 

Table 1. Performance statistics for valid anatomy keywords, reaction keywords, and anatomy/reaction pairs  
detected using various signals.*

Signal

Anatomy Reaction

Success RateRecall Precision Recall Precision

fuse([Q, T ], [52,104]) 0.6869 0.1804 0.6830 0.1094 0.6522

fuse([Q, T ], [n,52,104]) 0.5432 0.1740 0.5718 0.1000 0.5435

fuse[Q, T ], [n]) 0.3035 0.1815 0.3303 0.0988 0.3478

fuse([Q], [n]) 0.3697 0.2108 0.2874 0.1012 0.4783

fuse([T], [n]) 0.2444 0.1811 0.2559 0.0860 0.3261

* In this scenario, fuse(s,w) fuses the signals s ⊆ {Q, T } (Q = Query, T = Twitter) using window sizes w ⊆ {n (global), 52 (one year), 104 (two years)}. The highest numbers in each performance category 
are in bold.
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detect potential adverse drug events 
more than 30 months (for example, 
with Codeine and Lipitor) before the 
FDA alert. The time reported here is 
restricted to periods starting from 
early 2008. Increasing the time win-
dow could result in even earlier detec-
tion than the reported results.

We have discussed various issues 
involved in fusing social media signals, 
when the objective is to detect and 
monitor possible adverse drug events. 

We proposed a method to fuse multi-
ple signals from different social media 
channels. Initial results are quite prom-
ising, with some adverse drug events 
detected years before FDA alerts. The 
results show that social media data in-
formally provided by millions of us-
ers could provide another important 
source of data for drug safety studies. 
We are just at the beginning stages of 
this unconventional approach to drug 
surveillance. However, various chal-
lenges—such as the diversity of so-
cial media sources, noise, data re-
dundancy, and correlation between 

sources—must be further considered 
for improved performance. 
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Figure 13. Performance (in terms of precision and recall) on individual drugs.
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Figure 14. Performance (in terms of detection time) before the Food and Drug Administration alert (for individual drugs).
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