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Behavior prediction 

is increasingly 

important, but 

traditional modeling 

approaches have 

shortcomings. A 

new framework 

aims to address 

them by advocating 

the integration 

of objective 

and perceptual 

information and 

decomposing behavior 

into a series of closely 

interrelated stages.

in recent years, impacting every facet of 
our lives. One challenging yet highly im-
portant emerging research area is behavior 
prediction. In some respects, the ability to 
accurately forecast individuals’ decisions and 
actions remains the “holy grail” of predictive 
analytics.1 Use cases abound, ranging from 
marketing and e-commerce to health, secu-
rity, economics, infrastructure, public policy, 
sports, and sociopolitical applications. How-
ever, modeling behavior presents some seri-
ous challenges:

•	 Most existing behavior prediction models 
rely on objective (observed) data. However, 
behavior is often based on an amalgama-
tion of objective and perceptual consider-
ations. As the saying goes, “perception is 
reality”—one that can’t be ignored.

•	 Behavioral outcomes are often complex un-
dertakings involving a series of “micro level” 
antecedent stages, decisions, or actions.

Here, we elaborate on both of these chal-
lenges, which we can summarize in data min-
ing terms as representational richness of the 
feature space and predictive task complex-
ity. Currently, many prediction tasks—such 
as customer churn, online conversions, user 

phishing susceptibility, criminal intent, traffic 
estimation, players’ decisions during sporting 
events, and so on—rely on observed objective 
data such as transaction logs, sensor-based 
information, prior multimedia recordings, 
recent product purchases, historical patterns, 
past browsing clickstreams, demographics,  
weather data, socioeconomic indicators, and 
so forth. Such observed information is un-
doubtedly important, effective, and reliable. 
It’s also generally easier to collect. How-
ever, such observed data can’t explicitly sur-
mise what people are thinking, feeling, or 
experiencing. Perceptual data encompasses 
an invaluable yet elusive set of independent 
variables, which if appropriately harnessed, 
has the potential to significantly bolster pre-
diction capabilities.

For certain behaviors, the decision-making 
process is fairly habitual.2 However, a large 
proportion of human behavior entails elabo-
rate decision processes that can span several 
stages. These stages can include changing 
attitudes or intermediary actions, triggered 
by events, unfolding circumstances, time, 
or space.2 Incorporating information about 
these stages can provide necessary context 
about links in the decision-making chain. 
A good example domain where we already 

Predictive analytics is the use of statistical or machine learning methods to 

make predictions about future or unknown outcomes. While predictive 

modeling techniques have been researched by the data mining community for 

several decades, they’ve become increasingly pervasive in real-world settings 
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see widespread adoption of this idea 
is in e-commerce, where the purchas-
ing process is decomposed into click-
stream-based conversion funnels.3 For 
example, a Web conversion funnel for 
an e-tailer might entail stages such as 
a visit to the homepage, visits to prod-
uct pages, the addition of items to a 
shopping cart, account login, check-
out, and order confirmation. These 
funnels aren’t only used for descrip-
tive analytics but have important 
implications for predicting visitors’ 
likelihood of conversion—simply put, 
in such contexts decomposing the de-
cision-making process into stages can 
enhance predictive power.4

Proposed Behavior 
Prediction Framework
To address these challenges, we propose  
the behavior prediction framework 
depicted in Figure 1. The framework 
advocates including perceptual data 
and the decomposing a target/de-
pendent behavior variable prediction 
task into a sequence of more granu-
lar, interrelated prediction tasks. An-
swering questions such as “What are 
they thinking?” and “What are they 

feeling?” is a nontrivial problem. Tradi-
tionally, perceptual data collection has 
necessitated the use of expensive and 
obtrusive mailed or in-person surveys 
or interviews. In the era of Big Data, 
with the volume, velocity, and variety 
of behavior prediction tasks prolifer-
ating, these traditional methods often 
aren’t computationally scalable or 
logistically feasible. However, with an 
ever-increasing variety of online crowd-
sourced survey data collection services, 
real-time popup surveys, social media, 
online ratings and reviews, call-center 
transcripts, and other forms of user-
generated content, the inclusion of rich 
perceptual data such as individuals’  
intentions, opinions, emotions, prior ex-
periences, values, and beliefs has never 
been more feasible or worthwhile.

Essentially, our framework advocates 
decomposing the target behavior vari-
able into a series of interrelated stage 
variables. We can leverage such granu-
lar information in several ways—for ex-
ample, we can use prediction confidence 
scores from earlier stages as independent 
variables for prediction of outcomes 
in subsequent stages, including the tar-
get behavior variable. Alternatively, 

we could leverage statistical modeling 
methods such as conditional random 
fields, Bayesian networks, and hidden 
Markov models, which are commonly 
used for structured prediction tasks in 
domains such as natural language pro-
cessing.4 Our proposed framework is in-
tentionally “classifier agnostic”; later, we 
use different techniques such as compos-
ite support vector machine kernels and 
Bayesian networks to demonstrate our 
framework’s efficacy.

Table 1 presents some examples 
of applications using the proposed 
framework. For example, let’s assume 
that existing customers have a nega-
tive experience, which might result in 
a call-center conversation. Inadequate 
perceived resolution of the issue might 
prompt negative sentiment expressed 
via social media or poor reviews, cul-
minating in discontinuation. Drug pa-
tients experiencing adverse reactions 
often initially search for information 
online and inquire or comment about 
their experiences via health discus-
sion forums or social networking sites. 
These discussions often lead to expres-
sions of negative sentiment, increasing 
the likelihood of an official adverse 
event report to the regulatory agency 
such as the US Food and Drug Ad-
ministration.5 In the remainder of this 
article, we present more in-depth ex-
amples of how the framework can im-
prove behavior prediction. Examples 
include predicting individual users’ 
susceptibility to online auction fraud, 
consumer checkout at e-commerce 
sites, and customer churn for Internet 
video-on-demand (VOD) services.

Example 1: Predicting User 
Susceptibility to Auction Fraud
Online auction fraud remains one of 
the most commonly reported forms of 
cybercrime to complaint centers and 
law enforcement. Auction fraud is a 
type of semantic attack that exploits 
human vulnerabilities as opposed 
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Figure 1. Behavior prediction framework. The framework decomposes a complex 
behavior prediction task into a sequence of interrelated prediction stages that take 
into account both perceptual and objective variables.
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to software vulnerabilities; common 
forms include failure-to-ship fraud, 
selling an inferior product, intention-
ally delaying shipment until the prod-
uct’s value has dropped, and so on.6 
Many fraud prevention mechanisms 
have emerged to help protect auc-
tion sellers and buyers, ranging from 
detailed buyer/seller ratings and re-
views, third-party reputation monitor-
ing sites, and predictive analytics for 
detecting fraudulent buyers/sellers.6 
Nevertheless, fraud susceptibility re-
mains high, with certain Internet us-
ers more susceptible to auction fraud 
than others. For instance, we exam-
ined 10,000 fraud instances occurring 
on eBay over a five-year period from 
2007 to 2012. Fewer than 20 percent 
of the incidents were associated with 
victims who were defrauded once—
62 percent of incidents were associ-
ated with victims who were defrauded 
four or more times. These findings are 
consistent with related cybercrime re-
search on antiphishing that has high-
lighted certain Internet users’ persis-
tent inability to avoid phishing website 
attacks.7 Consequently, many stake-
holder groups are interested in proac-
tively predicting user susceptibility to 
various forms of cybercrime, including 
auction fraud, for a couple of reasons:

•	 improving effectiveness of educa-
tion in cybercrime prevention pro-
grams by customizing curriculum 
based on users’ predicted suscepti-
bility levels; and

•	 personalizing protective policies and 
messages based on users’ predicted 
susceptibility levels.

Consistent with the behavior predic-
tion framework presented in Figure 1, 
Figure 2 shows our proposed auction 
fraud susceptibility prediction model. 
The left-hand side depicts the seller, 
product, and buyer factors that come 
into play, and the right-hand side depicts 
the auction fraud funnel—the series of 
potential decisions and actions taken 
by prospective buyers when encounter-
ing auction fraud. The seller-, product-, 
and buyer-related factors all encompass 
objective and perceptual data categories 
pertaining to specific user encounters 
with auction fraud, with the latter col-
lected a priori using surveys. Seller in-
formation includes objective variables 
such as how long the seller has been ac-
tive, number of transactions, number of 
unique buyers, sale price distribution 
and product category distribution for 
past transactions, transaction frequency 
distribution over time, overall rating, 
rating time series, and so on. The seller 

perceptions category includes the buy-
er’s perceived credibility to sellers, per-
ceived reputation of sellers with similar 
overall ratings, and perceived compe-
tence of auction sellers. Product char-
acteristics are comprised of objective 
variables such as the product category, 
product type (hedonic, utilitarian), price, 
quantity available, shipping method, 
payment method, number of bids, and 
so forth. The product perception vari-
ables include the buyer’s perceived in-
terest in purchasing these types of prod-
ucts through online auctions, perceived 
likelihood of encountering bogus prod-
ucts, awareness of auction fraud, per-
ceived susceptibly, and perceived sever-
ity of auction fraud. The demographics 
include attributes such as age, gender, 
and education level, whereas prior expe-
rience incorporates perceptual variables 
such as perceived reliance and trust in 
online auctions, familiarity with the 
product category and auction site, and 
past losses attributable to auction fraud.

With respect to behavior stages, the 
four key decisions or actions under-
taken when encountering a fraudulent 
online auction include visiting the auc-
tion page, browsing the seller and prod-
uct pages, considering the auction’s le-
gitimacy, and transacting with the seller. 
When first encountering the auction 

Table 1. Example application areas for behavior prediction framework.

Domain Prediction problem Example perceptual data Example behavior stages

Marketing Customer churn * Survey responses about experiences, satisfaction, loyalty
* Online ratings/reviews
* �Social media-based sentiments and emotions about brand and 

products
* Call-center conversation transcripts

Customer acquisition à
Negative experience à
Call-center conversation à
Negative sentiment à
Churn 

E-commerce Conversion * �Survey responses about site awareness, trust, perceived credibility, 
site design, and so on

* �Social media-based sentiments and emotions about brand and 
products

* Call-center conversation transcripts

Visit à
Browse products à
Add to cart à
Account login à
Checkout

Security Phishing 
susceptibility

* �Survey responses about threat perceptions, prior online 
experiences, antiphishing security tool perceptions

Visit à
Browse à
Consider legit à
Intend to transact à
Provide information

Health Drug adverse event 
report

* Social media-based questions, comments, and sentiments
* Online ratings and reviews of company or products
* Survey responses about drug experiences and side effects

Searching for drug information à 
Questions/comments about side 
effects à
Negative drug sentiment à
Adverse event report
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page, prospective buyers must decide 
whether to click on the link to visit the 
auction page. For those who choose to 
visit, they must then decide whether to 
browse the auction/product/seller pages 
or to exit. Similarly, for the third and 
fourth stages of the funnel, users must 
consider seller/auction legitimacy before 
possibly considering engaging in trans-
actions (that is, the target variable).

As mentioned in our discussion of 
the behavior prediction framework, 
the framework is intentionally classifier 
agnostic to ensure generalizability. In 
this context, a support vector machine 
(SVM) classifier with a composite kernel 
function is employed to facilitate incor-
poration of the key elements of the ap-
proach highlighted in Figure 2. Given an 
input space X—in this case, the set of all 
possible user-fraud encounter instances 
to be examined—we can formulate the 
learning problem as finding a classi-
fier C: X → Y, where Y is the class la-
bel to be assigned to the data points (in 
this case, susceptible, not susceptible). 
For kernel-based methods such as SVM, 
finding C relies on a kernel function K 
that defines a mapping K: X × X → [0, 
∞) from the input space X to a similar-
ity score K(xi, xj) = f(xi) × f(xj), where 
xi and xj represent two data points—
in this case, two user-fraud interaction 
instances—and f(xi) is a function that 
maps X to a higher-dimensional space 
without needing to know its explicit 
representation. The composite kernel 
Ks is a convex combination of M ker-
nels, K1, …, KM, defined as follows8:

K Km
m

M

mσ σ=
=

∑
1

,

where

σ σm m
m

M

≥ =
=

∑0 1
1

, .

Figure 3 shows an illustration of the 
kernel. Using a two-level hierarchy, we 
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Figure 2. Approach for auction fraud susceptibility prediction. The left-hand side 
depicts the seller, product, and buyer factors that come into play, and the right-
hand side depicts the auction fraud funnel—the series of potential decisions and 
actions taken by prospective buyers when encountering auction fraud.
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Figure 3. Composite kernel grouping for auction fraud susceptibility detection. The 
objective and perceptual feature categories and behavior stage variables are used 
to create classifier ensembles. The model illustrates one of several ways in which 
the proposed behavior prediction framework can be instantiated.
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group the kernels based on the input 
spaces (that is, feature sets) utilized: 
objective, perceptual, and all features. 
This creates something analogous to 
a weighted feature-based ensemble of 
SVM classifiers. Furthermore, given d 
behavior stages (including the target be-
havior), when predicting any subsequent 
stage x ≥ 2, additional stage kernels K2, 
…, Kx, Kx+2, …, K2x, and K2x+2, …, K3x 
are incorporated, where the input space 
for Kx includes predictions for all prior 
stages 1, …, x − 1, and sm = 1/M.

Data were gathered for 3,000 inci-
dents involving buyer auction fraud 
encounters pertaining to two diverse 
domains: consumer electronics and 
collectible dolls. For each encounter, 
the data included the objective and 
perceptual variables described in the 
prior paragraph as well as the user de-
cisions and actions for the four funnel 
stages. The perceptual data was gath-
ered in conjunction with our indus-
try partner, a major North American 
online auction website, using surveys 
about seller and product perceptions, 
as well as prior experiences. These 
3,000 incidents helped train the SVM 
classifier via a composite kernel. A 
separate set of 2,000 encounters were 
used as the test set.

To examine the utility of the behav-
ior prediction framework, we used 
three different feature sets: objective 
(seller and product information plus 
demographics), perceptual (seller and 
product perceptions and prior experi-
ences), and objective plus perceptual. 
Similarly, two different behavior stage 
approaches were employed: inclusion 
of prior stages’ predictions as vari-
ables in subsequent stages or no inclu-
sion. This resulted in six total experi-
ment settings. The kernel hierarchy de-
picted in Figure 3 was adjusted based 
on the settings. The evaluation metrics 
included accuracy (AC) and class-level 
recall for users’ “continue” or “exit” 
decisions (labeled CR and ER).

Table 2 shows the results. When us-
ing prior stages’ predictions as input 
variables for subsequent stages, cou-
pled with perceptual and objective 
features, overall AC and CR and ER 
recall rates were highest as evidenced 
by the values depicted in the first row 
of the table. These settings, which 
are in line with the proposed behav-
ior prediction framework, boosted 
performance by nearly 20 percent 
over the “No” stage variable, under 
the objective data-only baseline (last 
row of Table 2). The performance im-
provement relative to the other rows 
underscores the utility of using per-
ceptual and objective data in unison 
and in decomposing the target behav-
ior task into a series of interrelated 
stages. The performance gains have 
important implications for auction 
fraud prevention, where the ability 
to better predict user susceptibility to 
fraud can translate into enhanced pro-
tective measures.

Examples 2 and 3: Predicting 
E-Commerce Conversions and 
Churn for VOD
Both the volume of transactions and 
the revenues of e-commerce companies 
have undergone rapid growth in re-
cent years. For instance, the combined 
revenue for Taobao and Tmall, two 
Alibaba-run shopping sites, reached  
a whopping $240 billion in 2013. 
There’s considerable (and obvious) 
business value for e-commerce com-
panies to predict their customers’ 
purchasing behavior and then lever-
age such information as part of cor-
responding conversion rate enhance-
ment, upsell, cross-sell, and lifetime 
value maximization strategies. On 
the other hand, predicting customer 
churn is a classic problem that’s es-
pecially important in high-churn in-
dustries such as telecommunications, 
cable, and e-commerce-based VOD, 
where service providers constantly 

face the pressure of retaining existing 
customers.

Figure 4a highlights a model of pre-
dicting consumer checkout behavior 
at e-commerce sites. The four main 
behavioral stages undertaken by con-
sumers include visiting an online shop, 
browsing products and product cat-
alogs, adding selected products to 
shopping carts, and finally checking 
out.4 Three categories of depicted fac-
tors impact customer conversions—
namely, e-commerce site-specific fac-
tors, product factors, and consumer 
factors. Site factors include both per-
ceptual variables such as consumers’ 
perceived credibility of an online seller 
and objective variables such as an on-
line shop’s website. Product factors 
include perceptual variables such as 
sentiments in product-related reviews 
or comments, and objective variables 
such as price, category, type of prod-
uct, and so on. Consumer factors in-
clude perceptual variables such as 
consumers’ prior purchase experience 
for certain online shops and objective 
variables such as age and gender.

Figure 4b shows an instantiation 
of the proposed behavior prediction 
framework for VOD service churn 
prediction. The three main stages 
are viewing streaming videos, post-
ing feedback about the viewings, 
and switching service providers (that 
is, the target churn variable). In this 
case, the earlier stage variables pro-
vide indicators of customer engage-
ment (viewing) and satisfaction (feed-
back) levels; lack of engagement and 
dissatisfaction are antecedents for 
churn. The three categories of inde-
pendent variables employed are chan-
nel, viewing, and subscriber factors. 
Channel factors include both percep-
tual variables, such as subscribers’ 
perceived quality of an online chan-
nel, and objective variables, such as 
the channel’s inherent characteristics 
(for example, the frequency of adding 
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new movies). Viewing factors refer to 
perceptual variables, such as the sen-
timents about channels and videos, 
and objective variables, such as the to-
tal time of viewed videos. Subscriber 
factors include perceptual variables, 

such as subscribers’ preferences for 
certain kinds of videos, and objective 
variables, such as the demographics of 
subscribers.

Each variable can influence con-
sumer behavior at multiple stages. 

Implementation-wise, there are ar-
rays of statistical and machine learn-
ing methods to be chosen from. We 
employ Bayesian networks because 
they’re adept at capturing the rela-
tionships among different behavioral 
stages in conjunction with the causal 
relationships between perceptual and 
objective variables and behavioral 
stages. They also offer an intuitive way 
to explain the underlying logic behind 
the predictions. Figure 5 shows a gen-
eral Bayesian network model for pre-
dicting consumers’ checkout behavior 
in e-commerce. Although the depicted 
network corresponds to the example 
in Figure 4a, a similar network model 
was also used for the churn predic-
tion example in Figure 4b. A directed 
arc represents the causal relationship 
from a cause node to an outcome node 
in Figure 5. Each individual variable 
(causal factor) is represented as a sep-
arate node in our Bayesian network, 
but for brevity, we depict each cat-
egory of variables as a single node in 
the figure. To achieve a good tradeoff 
between computational efficiency and 
prediction performance, some vari-
ables are assumed to influence a cer-
tain behavioral stage only, and the in-
dependence assumption holds among 
perceptual and objective variables. The 
actual Bayesian network structure 
was created via a manual knowledge-
engineering process.

By taking the first-order Markov 
chain assumption, the joint probabil-
ity distribution of the set of variables 
(nodes) V = {x1, x2, …, x|V|} captured 

Table 2. Auction fraud susceptibility prediction results using different settings.*

Stage 
variables Features

Visit Browse Consider legit Intend to transact

AC CR ER AC CR ER AC CR ER AC CR ER

Yes All 78.5 79.2 75.9 81.2 80.5 83.1 83.3 85.5 80.2 85.6 88.2 83.4

Perceptual 76.7 77.6 73.4 78.5 78.4 78.9 80.9 82.4 78.7 81.4 83.6 79.4

Objective 69.2 70.1 66.0 66.9 67.8 64.7 68.0 70.2 64.7 72.7 69.5 75.4

No All 78.5 79.2 75.9 79.0 78.8 79.6 79.5 80.6 77.8 80.6 82.3 79.1

Perceptual 76.7 77.6 73.4 72.4 75.4 65.2 72.9 79.8 62.7 74.4 77.7 71.4

Objective 69.2 70.1 66.0 64.8 65.5 63.2 64.0 64.1 63.8 66.3 68.2 64.6
* AC = accuracy, CR = continue decision, and ER = exit decision.
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Figure 4. Models of customer behavior prediction: (a) customer conversion prediction 
in e-commerce and (b) customer churn prediction for Internet video-on-demand 
services. These models highlight the interrelated behavioral stages and the objective/
perceptual variables influencing various stages.



may/june 2015	 www.computer.org/intelligent	 41

in a Bayesian network G and the infer-
ence rule of G are depicted as follows:

p x x x G p xV i pa i
i
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The notation xpa(i) represents the set 
of parent nodes of the node xi. More-
over, xt and xk are the set of target-
ing prediction variables and the set of 
known variables, respectively. Basically, 
inference in a Bayesian network is op-
erationalized by conditioning on the 
data via clamping the known variables 
xk with their observed values, and then 
normalizing to derive p(xt | xk) from 
p(xt, xk). If each node xi has at most F 
parents and each parent has at most K 
states, the general computational com-
plexity of model learning and infer-
ence of G is characterized by O(VKF). 
However, if a Bayesian network has a 
tree-like structure as the one shown in 
Figure 5, the computational complex-
ity is reduced to O(VK2).9 Accord-
ingly, our proposed behavior predic-
tion model is efficient, and the predic-
tion process consumes time linear with 
respect to the number of nodes in the 
network. For this example, a Bayesian 
classifier that operates according to the 
aforementioned formulas is applied to 
predict customers’ checkout decisions 
in e-commerce.

To evaluate the proposed behav-
ior prediction model in the context of  
e-commerce conversions and VOD 
churn, we constructed testbeds for each 
task. For e-commerce conversions, we 
retrieved the perceptual and objective 
data of consumers through our research 
partner, a large e-commerce company in 
China. Some perceptual data were col-
lected through a survey performed by 
our research partner. In addition, prod-
uct sentiments were extracted from the 

product reviews posted to various on-
line shops hosted on their e-commerce 
platforms. More specifically, a domain-
specific sentiment analysis method was 
applied to extract these product senti-
ments.10 Overall, there were a total of 
11,650 observations in our e-commerce 
conversion dataset, with the earliest 60 
percent used for training and the subse-
quent 40 percent reserved for testing.

To construct the VOD churn dataset, 
we retrieved the behavior and objective 
data of subscribers from our research 
partner, a large Internet VOD service 
provider. Some behavioral data (such as 
perceived quality about an online chan-
nel) were collected by our research part-
ner through its regular online service 

survey. In addition, the sentiments about 
channels or videos were extracted from 
the online comments posted to the VOD 
service website using a domain-sensitive 
sentiment extraction method.10 There 
were a total of 5,410 observations in the 
VOD churn dataset, again with the ear-
liest 60 percent used for training and the 
subsequent 40 percent for testing.

We used a similar setup to the prior 
experiment, with six total settings for 
the Bayesian inference network. We ad-
opted standard performance evaluation 
metrics such as precision (P), recall (R), 
and F-score (F). Because each class la-
bel of our dataset only consists of two 
possible values (such as checkout versus 
not checkout), the performance scores 
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Perceptual
factors

Perceptual
factors
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Add to 
cart

Browse

Visit

Objective
factors

Objective
factors

Objective
factors

Objective
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Figure 5. A general Bayesian network model for consumer behavior prediction in 
e-commerce. A directed arc represents the causal relationship from a cause node to 
an outcome node. Although each individual variable (causal factor) is represented 
as a separate node in our Bayesian network, for brevity, we depict each category 
of variables as a single node. The model represents another illustration of how the 
proposed behavior prediction framework can be instantiated.
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refer to predicting the positive outcome 
for each target class (for example, visit 
= true or checkout = true). Table 3 sum-
marizes our experimental results.

Based on the values depicted in the 
first row for each testbed, the proposed 
behavior prediction method, which com-
bines objective and perceptual features 
and includes decision stage variables, 
outperforms other baseline methods 
across stages in both cases: e-commerce 
conversions and VOD churn. In par-
ticular, the proposed method can boost 
performance of checkout prediction and 
VOD churn detection by 9.7 percent 
and 6.0 percent, respectively, in terms of  
F-score over its stage-less counterpart 
(the fourth rows of Table 3). Our experi-
ment results once again reveal that per-
ceptual features markedly outperform 
the use of objective attributes alone. In 
the context of VOD churn prediction, 
based on our postexperiment analy-
sis, four variables with high discrimina-
tory potential were dwindling subscriber 
viewing activity, lack of posted comments 
for an extended period of time, strong 
negative sentiments in viewing com-
ments, and perceived channel quality. 
Overall, the results underscore the utility 

of using prior engagement-oriented be-
havior stages’ predictions, coupled with 
objective and perceptual factors as input 
variables to predict subscriber’s churn  
behavior. Once again, our experimental 
results confirm that perceptual features 
are more useful than objective evidence 
for predicting subscriber behavior. This 
is especially interesting considering that 
such service providers routinely ascer-
tain perceptual data via regular online 
surveys.

Results Discussion
In all three of the examples we presented,  
incorporating perceptual and objective 
data in unison, coupled with the inclusion 
of decision stage information, resulted  
in markedly improved predictive power. 
This enhanced predictive capability has  
important implications for practitioners.  
In the context of online conversion rate  
analysis, models that are 10 percent  
more accurate can allow e-commerce 
companies to more accurately deploy 
exit-avoidance strategies such as real-
time promotions and webpage person-
alization. For a mid-sized e-commerce 
company, this can translate into in-
creased annual sales revenue of more 

than $20 million. Similarly, the enhanced 
churn prediction performance depicted 
for the VOD service provider (see the 
bottom half of Table 3) can enable the 
deployment of more effective customer 
retention campaigns. Such analytically-
driven initiatives have been shown to re-
duce churn rates by more than half.11

The main contributions of this work 
are twofold. First, we advocate a novel 
behavior prediction framework that 
captures the interrelated microbehav-
ioral stages and leverages a fusion of 
perceptual and objective features. Sec-
ond, we validate the effectiveness of 
our proposed framework through in-
stantiations of it in three different ap-
plication areas. We show that it’s rel-
atively straightforward to model the 
interrelated microbehavioral stages 
of prediction tasks arising in different 
application areas. Moreover, rich per-
ceptual data (such as users’ subjective 
comments or survey responses) are of-
ten readily available to enhance the 
overall prediction performance.

It’s important to reiterate that the 
practical implications for enhanced 
behavior prediction extend beyond  
e-commerce and marketing. Better 

Table 3. Experimental results of various methods for e-commerce conversion and VOD churn prediction tasks.*

E-commerce conversion prediction

Stage variables Features

Visit Browse Add to cart Checkout

R P F R P F R P F R P F

Yes All 75.7 75.3 75.5 77.7 76.6 77.1 78.5 79.1 78.8 83.5 84.6 84.1

Perceptual 73.4 75.3 74.3 75.0 75.3 75.2 76.6 75.9 76.3 80.1 82.7 81.8

Objective 68.5 68.9 68.7 70.4 70.1 70.2 71.8 73.6 72.7 78.2 79.5 78.8

No All 75.7 75.3 75.5 75.7 75.8 75.8 76.6 76.1 76.3 75.2 73.6 74.4

Perceptual 73.4 75.3 74.3 73.2 72.7 72.9 74.0 73.6 73.8 72.8 72.4 72.6

Objective 68.5 68.9 68.7 68.7 68.4 68.5 70.9 70.2 70.6 69.2 68.2 68.7

VOD churn prediction

Stage Variables Features

View Feedback Churn

R P F R P F R P F

Yes All 76.8 75.8 76.3 79.4 76.9 78.2 83.2 82.4 82.8

Perceptual 75.2 74.8 75.0 77.4 75.5 76.4 82.4 80.4 81.4

Objective 73.1 71.5 72.3 73.9 72.5 73.3 80.5 78.3 79.4

No All 76.8 75.8 76.3 76.9 76.3 76.6 75.4 75.5 76.8

Perceptual 75.2 74.8 75.0 75.2 74.9 75.1 74.2 73.1 73.6

Objective 73.1 71.5 72.3 71.8 72.2 72.0 71.5 73.1 72.3
* F = F-score, P = precision, and R = recall.
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predicting user behavior in health and 
security contexts could translate into 
far-reaching societal benefits.5 Beyond 
the practical implications, for academic 
research, predicting behavior can help 
inform behavioral theory.2 Why a cer-
tain predictive model works better 
(specific perceptual predictors and their 
interplay with decision stages) could 
enhance our understanding of behav-
ioral phenomena in various application 
domains.1

Behavior prediction has received 
increasing attention in a wide 

variety of application areas, including 
marketing, e-commerce, e-health, cyber
security, economics, public policy, and 
sports. Existing behavior prediction 
models often lack the representational 
richness of both perceptual and objective 
features, as well as the interrelated mi-
crobehavioral stages of a prediction task. 

Future work will improve the exter-
nal validity of our research by applying 
the proposed framework to more ap-
plication domains such as cybersecu-
rity and health. For instance, in the case 
of many cybersecurity threats such as 
malware and phishing, users are often 
considered the proverbial “weak links” 
in the security chain. Recent evidence 
suggests that factors such as demo-
graphics, personality traits, awareness, 
prior history, and perceived vulnerabil-
ity to attacks are strong predictors of 
future susceptibility.12 Similarly, in the 
health arena, users’ overall sentiments 
and emotions, accounts of pharma-
ceutical drug-related experiences, and 
online search behavior are strong pre-
dictors of adverse drug reactions.5 As 
understanding and inferring behavior 
becomes increasingly important and 
pervasive, the framework proposed 
here signifies an important first-step 
towards enhanced predictive analyt-
ics. Ultimately, our hope is that future 
work will build on this foundation. 
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